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Abstract—Developing 3D palmprint recognition systems has recently begun to draw attention of researchers. Compared with its 2D counterpart, 3D palmprint has several unique merits. However, most of the existing 3D palmprint matching methods are designed for one-to-one verification and they are not efficient to cope with the one-to-many identification case. In this paper, we fill this gap by proposing a collaborative representation (CR) based framework with $l_1$-norm for $l_1$-norm regularizations for 3D palmprint identification. The effects of different regularization terms have been evaluated in experiments. To use the CR-based classification framework, one key issue is how to extract feature vectors. To this end, we propose a block-wise statistics based feature extraction scheme. We divide a 3D palmprint ROI into uniform blocks and extract a histogram of surface types from each block; histograms from all blocks are then concatenated to form a feature vector. Such feature vectors are highly discriminative and are robust to mere misalignment. Experiments demonstrate that the proposed CR-based framework with an $l_1$-norm regularization term can achieve much better recognition accuracy than the other methods. More importantly, its computational complexity is extremely low, making it quite suitable for the large-scale identification application. Source codes are available at http://ise.tongji.edu.cn/linzhang/crldpalm/crldpalm.htm.
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1 INTRODUCTION

BOLSTERED by the requirements of numerous applications, such as access control, aviation security, or e-banking, recognizing the identity of a person with high confidence has become a topic of intense study. To solve such a problem, biometrics based approaches are drawing more and more attention. As an important member of the biometrics family, the palmprint has been corroborated to have the merits of high distinctiveness, robustness, and high user-friendliness, etc. Palmprint refers to the skin patterns on the inner palm surface, comprising mainly two kinds of features: the palmar friction ridges (the ridge and valley structures like the fingerprint) and the palmar flexion creases (discontinuities in the epidermal ridge patterns) [1]. Both of these two features are deemed to be immutable, permanent, and unique to each individual [2]. Actually, the use of palmprints for personal authentication can trace back to Chinese deeds of sale in the 16th century [3]. In this paper, our aim is to develop an efficient and effective personal identification approach based on 3D palmprints.

1.1 Related Works

In the past decade, researchers have made tremendous efforts in developing automatic palmprint-based personal authentication schemes. Several representative ones are briefly reviewed here.
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The majority of the existing palmprint recognition systems were developed for civilian applications, mainly access control. Typically, these systems utilize low resolution images, about 100 ppi. At such a low resolution, ridges cannot be observed and matching is mainly based on principal lines and creases. In Zhang et al.’s salient work [4], they created an online palmprint recognition system, which uses pegs to fix hand position and detects finger gaps to facilitate alignment. By using the developed device, they established the PolyU 2D palmprint data set [5], which has been widely used in the literature. Later, different kinds of methods for palmprint matching have been proposed and validated on the PolyU data set, including line-based ones [6], subspace-based ones [7], [8], statistics-based ones [9], and coding-based ones [10], [11], [12], [13]. In [14], Michael et al. developed a contactless palmprint recognition system and for matching they applied the LBP (local binary pattern) [15] texture descriptor to image’s directional gradient responses.

Quite recently, several research groups have begun developing automatic matching methods for latent palmprints, which are used mainly for forensic applications. In forensic applications, 500 ppi is the standard image resolution [16]. Ridge structures can be clearly observed on these images and thus matching schemes designed for these high resolution palmprint images are usually based on ridges. Representative works in this field can be found in [1], [17], [18].

Actually, the aforementioned research on palmprint recognition mainly concentrates on 2D palmprint images. Though they may have already been successfully used in many applications, 2D palmprint based recognition systems have several inherent drawbacks. At first, the quality of 2D images suffers from changes in imaging factors such as illumination. Second, although the area of the palm is relatively large, too much contamination on the palm can still substantially affect the recognition result. More seriously, 2D palmprint based systems are vulnerable to various kinds of attacks since 2D palmprint images can be easily copied and counterfeited. In order to overcome these intrinsic problems of 2D palmprints, 3D palmprint based personal authentication techniques have recently been developed [19], [20], [21], [22], [23], [24], [25], [26], [27].

In [19], [20], Li et al. invented a 3D palmprint acquisition device by using structured-light technology, with which the 3D range data and the 2D texture data could be simultaneously acquired from a palm. The outlook of such a device is shown in Fig. 1. By using the developed device, Li et al. have established a large-scale 3D palmprint data set [21]. For matching 3D palmprints, different schemes have been proposed. In [20], mean curvature images (MCI), Gaussian curvature images (GCI), and surface type (ST) maps were computed and for matching the authors defined two metrics, similar as Hamming distance [28]. In [22], Li et al. extracted three levels of 2D and 3D palmprint features, including shape features, principal line features, and texture features. To account for small alignment errors, they performed alignment refinement to the feature maps by using ICP (iterative closest point) [29]. The apparent drawback of this method lies in its high computational complexity. In their another work [23], Li et al. computed the MCI from the original range data at first and then extracted both line and orientation features from MCI. After that, two types of features were fused at either score level or feature level for matching. In [24], Zhang et al. proposed a multi-level framework for personal authentication by combining 2D and 3D palmprint features. For comparing two 3D palmprints, they at first extracted surface curvature maps and then used the normalized local correlation for matching. In [25], Yang et al. utilized the shape index representation to describe the geometry of local regions in a 3D palmprint and they extracted LBP [15] and Gabor wavelet features from the shape index image. Then, those two features were finally fused at score level. In [26], for feature extraction, Liu and Li applied the OLOF (orthogonal line ordinal feature) operator [11]
on MCI derived from a 3D palmprint. To account for small misalignment between two palmprint samples, they tried to use a cross correlation based method to register two feature maps. In [27], Cui proposed a 2D plus 3D palmprint recognition system by using the two-phase test sample representation (TPTSR) framework [30].

It needs to be noted that in addition to 3D palmprint, there are also some other 3D biometric technologies developed in recent years, such as 3D face [31], [32] and 3D ear [33], [34]. Compared with them, 3D palmprint has some inherent advantages. For example, compared with 3D face, 3D palmprint is not affected by the challenges associated with various facial expressions; compared with 3D ear, 3D palmprint is much easier to be collectedly and is more user-friendly.

1.2 Our Motivations and Contributions

From the abovementioned introduction, it can be seen that all the state-of-the-art 3D palmprint matching methods share a common paradigm: when matching two 3D palmprints, two corresponding feature maps will be extracted from the range data and their matching score will be computed by using a pre-defined metric; for dealing with small misalignments, multi-translation-based matching [20], [23] or explicit registration techniques [22], [26] are used. These methods are quite suitable for the one-to-one verification application. When these methods are used for the one-to-many identification application, to figure out the identity of a given test sample, it would be necessary to match the test sample to all the samples in the gallery set by one by one. Such a brute-force searching strategy is obviously not quite computationally efficient, especially when the size of the gallery set is extremely large. Consequently, in this paper, our aim is to develop an efficient 3D palmprint classification strategy, which can be deployed in large-scale identification applications.

Actually, the task of identification is essentially to find out a single class containing samples most similar to the input test sample out of the entire gallery set. To solve such a one-to-many identification problem, recent studies have found that the sparse representation based classification (SRC) is an effective and efficient tool [34], [35], [36], [37], [38], [39]. For example, in [35], Wright et al. reported an impressive work for face recognition by using SRC. With their method, a query face image is first sparsely coded over the gallery images, and then the classification is performed by checking which class yields the least coding error. Sparse representation codes a signal $y$ over a dictionary $A$ such that $y = Ax$ and $\alpha$ is a sparse coefficient vector. The sparsity of $\alpha$ can be measured by $l_0$-norm, which counts the number of non-zeros in $\alpha$. Since the $l_0$-minimization is NP-hard, the $l_1$-minimization, as the closest convex function to the $l_0$-minimization [40], is widely employed in sparse coding. However, some recent studies have started to question the necessity of the $l_1$-norm sparsity regularization in the SRC model [41], [42]. In [42], Zhang et al. analyzed deeply the working mechanism of SRC and claimed that it is the collaborative representation (CR, i.e., using the gallery samples from all classes to represent the query sample $y$) but not the $l_1$-norm sparsity that makes SRC powerful for face recognition. And accordingly, they proposed to replace the $l_1$-norm sparsity regularization term in SRC framework with an $l_2$-norm regularization term and such a classification scheme is called CRC_RLS (collaborative representation based classification with regularized least square). Zhang et al.'s experimental results indicate that CRC_RLS could achieve comparable recognition accuracy as SRC; however, CRC_RLS performs greatly faster than SRC [42]. The reason is that for CRC_RLS, there exists a simple closed-form solution while by contrast solving SRC will involve a costly iterative optimization.

On seeing that CRC_RLS or SRC are quite promising classification schemes, in this paper, we propose to adapt them for 3D palmprint identification. To our knowledge, this is the first work attempting to make use of collaborative representation based classification schemes for 3D palmprint identification and their validity has been corroborated in our experiments. Our experimental results indicate that no matter $l_1$-norm or $l_2$-norm regularization is used, the proposed CR-based 3D palmprint identification approaches perform much better than the other state-of-the-art methods. Particularly, the $l_2$-norm regularization based CR method (i.e., CRC_RLS) could achieve quite similar recognition accuracy as the $l_1$-norm regularization based CR method (i.e., SRC) while the former performs much faster.

To use CR-based classification schemes (no matter $l_1$-norm or $l_2$-norm regularization is used), how to extract feature vectors to represent 3D palmprints is a critical issue. Since there exists mere misalignment between two palmprint ROIs (region of interest), the extracted feature vectors should be robust to small misalignment while maintaining a high discriminative capability. To meet these requirements, we propose a novel block-wise statistics based feature extraction scheme. Specifically, we at first divide a 3D palmprint ROI into uniform blocks and extract a histogram of surface types [43] from each block; histograms from all the blocks are then concatenated to form a feature vector. Such feature vectors are highly discriminative and are robust to mere misalignment between samples.

The effectiveness and the efficiency of the proposed 3D palmprint recognition schemes have been corroborated by extensive experiments conducted on PolyU 3D palmprint data set [21]. To make the results reproducible, Matlab source codes and associated evaluation results have been made publicly available online at http://sse.tongji.edu.cn/linzhang/cr3dpalm/cr3dpalm.htm.

The remainder of this paper is organized as follows. Section 2 introduces the block-wise statistics based features used in our method. Section 3 presents the structure of our CR-based 3D palmprint identification scheme. Section 4 reports the experimental results. Finally, Section 5 concludes the paper.

2 Block-Wise Statistics Based Features

In this section, the feature extraction method used in our system will be introduced in details, which is a critical component in our 3D palmprint identification scheme. It needs to be noted that the feature extraction is applied to ROIs of 3D palmprints, which are provided by PolyU 3D palmprint data set [21].

For face recognition, CR-based classification schemes (SRC [35] or CRC_RLS [42]) typically use vectorized raw image pixels as feature vectors and pleasing results could be obtained. However, actually these methods require that the test image and the training set must be well aligned. As reported in [36], if the test image has even a small amount of registration error against training images (which is also true for the 3D palmprint classification problem), the representation coefficients will no longer be informative. To deal with this problem, several studies have been conducted recently. In [36], Wagner et al. solve this challenging issue by a series of linear
programs that iteratively minimize the sparsity of the registration error. In [37], Peng et al. formulate the batch image alignment as searching for a set of transformations that can minimize the rank of the transformed images, which are viewed as columns of a matrix. If Wagner et al.’s method [36] or Peng et al.’s method [37] is adopted, the misalignment between the test image and images of each training class needs to be rectified explicitly. Obviously, this is quite time consuming and thus is not suitable for large-scale identification applications.

As pointed out by Li et al., though the ROI extraction procedure can align the palmprints to some extent, there are still mere misalignments between ROIs [22]. Since explicitly registering the test palmprint sample to the training samples is extremely time-consuming, we expect to find a new feature extraction scheme which is robust to mere misalignments while the extracted feature vectors are also highly discriminative. To meet these requirements, we propose a novel 3D feature extraction scheme based on block-wise statistics, whose details will be presented in the following.

A 3D palmprint can be considered as a surface with various convex and concave structures. We can classify the points on the palmprint into different types based on their different geometric characteristics. Such a kind of 3D feature is called as surface type [43], which has been proved to be highly discriminative. Assume that a 3D palmprint ROI is represented by $S(x, y, f(x, y))$. Mean curvature $H$ and Gaussian curvature $K$ can be computed as [44],

$$H = \frac{(1 + f_y^2)f_y + (1 + f_x^2)f_x - 2f_xf_yf_{xy}}{2(1 + f_x^2 + f_y^2)^{3/2}}$$

$$K = \frac{f_{xx}f_{yy} - f_{xy}^2}{(1 + f_x^2 + f_y^2)^2},$$

where $f_x(f_y), f_{xx}(f_{yy}, f_{xy})$ are the first order and second order partial derivatives, respectively. There are eight fundamental viewpoint-independent surface types that can be characterized using only the sign of the mean curvature ($H$) and Gaussian curvature ($K$) [43]. For completeness, we list their definitions in Table 1. In total, nine STs can be defined, including eight fundamental STs and one special case for $H = 0$ and $K > 0$.

With the abovementioned procedures, each point in the 3D palmprint ROI can be classified into one of the nine STs. Thus, for each 3D palmprint ROI, we could obtain a ST map, each field of which is an integer from 1 to 9. Examples of ST maps are shown in Fig. 2. In Fig. 2, the first row displays three 3D palmprint ROIs, shown in image format while the second row displays their corresponding ST maps. (a) and (b) are captured from the same palm but in different sessions. (b) and (c) are from different palms.

Suppose that for a 3D palmprint ROI, we have computed from it a ST map $M$. Then, we uniformly divide $M$ into a set of $p \times p$ blocks. For each block $i$, we compute from it a histogram of surface types, denoted by $h_i$. Obviously, the dimension of $h_i$ is nine since there are totally nine possible surface types (see Table 1). Finally, all $h_i$s are concatenated together as a large histogram $h$, which is considered to be the feature vector. Experimental results have corroborated the efficacy of such a feature extraction scheme (see Section 4).

### 3 CR-BASED 3D PALMPRINT IDENTIFICATION

By using the proposed feature extraction scheme as presented in Section 2, given a 3D palmprint gallery set, we can compute a feature vector for each sample in the gallery set and then we can define a dictionary matrix $A$ for the entire gallery set as the concatenation of all the extracted feature vectors,

$$A = [v_{1,1}, v_{1,2}, \ldots, v_{n,k}] \in \mathbb{R}^{n \times m},$$

where $k$ is the number of classes in the gallery set, $n_k$ is the number of samples for class $k$, $m$ is the dimension of features, and $n$ is the total number of gallery samples. For robust recognition, we require that $m < n$.

Given a probe 3D palmprint, denote by $y \in \mathbb{R}^m$ its feature vector. Then, $y$ can be coded as a linear combination of all the gallery feature vectors, which can be expressed as,

$$y = Ax_0.$$

Since typically $A$ is a redundant dictionary, the solution to Eq. (4) is not unique. To make the coefficient vector $x_0$ be informative for classification, some kinds of regularization terms need to be added to $x_0$. If an $l_1$-norm sparsity term is added, the obtained model actually is SRC [35],

$$x_0 = \arg \min_x \left\{ \|y - Ax\|_2^2 + \lambda_1 \|x\|_1 \right\},$$

where $\lambda_1$ is a scalar weight. Eq. (5) does not have a closed-form solution; instead, it can only be solved by iterative optimizations. In the past decade, several efficient methods have been proposed to solve the $l_1$-minimization problem expressed as Eq. (5), including Homotopy [46], FISTA [47], SpaRSA [49], DALM [50], etc.

In [42], Zhang et al. claimed that it is the collaborative representation, i.e., using the training samples from all classes to represent the query sample $y$, but not the $l_1$-norm sparsity regularization that makes SRC powerful for face recognition. They proposed to
Training phase
- Input: A gallery set containing 3D palmprint ROIs.
- Output: The dictionary matrix A.
  1. For each sample in the gallery set Extract from it a feature vector \( h \);
      Normalize \( h \) to have unit \( l_2 \)-norm.
  2. Concatenate all \( h \)s as \( A \).

Testing phase
- Input: A query 3D palmprint sample and \( A \).
- Output: Identity of the query sample.
  1. Extract the ROI from the query palmprint.
  2. Extract the feature vector \( y \) from the ROI.
  3. Code \( y \) over \( A \) with SRC as,
     \[
     x_0 = \arg \min_x \{ \| y - Ax \|^2 + \lambda_1 \| x \|_1 \},
     \]
    or with CRC_RLS as
    \[
    x_0 = \arg \min_x \{ \| y - Ax \|^2 + \lambda_1 \| x \|_2^2 \}.
    \]
  4. Compute the residuals \( r_i(y) = \| y - A\delta_i(x_0) \|_2^2 \), where \( \delta_i(x_0) \) is a
     new vector whose only nonzero entries are the entries in \( x_0 \) that are
     associated with class \( i \).
  5. Identity\( (y) = \arg \min_i \{ r_i(y) \} \).

replace the \( l_1 \)-norm sparsity term in SRC framework with an
\( l_2 \)-norm regularization term and the resulting model can be
expressed as,
\[
x_0 = \arg \min_x \{ \| y - Ax \|^2 + \lambda_1 \| x \|_2^2 \}. \tag{6}
\]

Such a classification model is named as CRC_RLS (collaborative
representation based classification with regularized least square).
Fortunately, different from Eq. (5), it can be easily verified that
Eq. (6) has a closed-form solution as,
\[
x_0 = (A^T A + \lambda_1 I)^{-1} A^T y. \tag{7}
\]

Let \( P = (A^T A + \lambda_1 I)^{-1} A^T \). Clearly, \( P \) is independent of \( y \) and can
be pre-computed totally based on the gallery set.
Since both of SRC and CRC_RLS are based on CR, we refer
them as CR-based classification approaches in this paper. The two
CR-based classification approaches use the same criterion for clas-
sification, i.e., evaluating which class leads to the minimum repre-
sentation error [35]. With the block-wise statistics based features,
the proposed CR-based 3D palmprint identification algorithm is
summarized in Table 2. Its general flowchart is illustrated in Fig. 3.

### 4 EXPERIMENTS

#### 4.1 Implementation Details

Some details in implementation are presented here. At first, for
computing curvatures for range images (see Eq. (1) and Eq. (2)),
partial derivatives with various orders need to be estimated. To
reliably estimate partial derivatives, we resort to the scheme pro-
posed in [43]. Specifically, the range image is at first smoothed by
using a binomial filter and then partial derivatives are computed
by convolving with various predefined window masks. The binom-
ial smoothing filter can be written as \( S = ss^T \), where the column
vector \( s \) is given by
\[
s = \frac{1}{64} [1 6 15 20 15 6 1]^T. \tag{8}
\]

Derivative estimation window masks are defined as \( D_x = dd_xd_y^T \), \( D_y = dd_yd_x^T \), \( D_{xx} = dd_xd_y^T \), \( D_{xx} = dd_yd_x^T \), and \( D_{yy} = dd_yd_x^T \), where
the column vectors \( d_0, d_1, \) and \( d_2 \) are given by

---

**Table 2**

<table>
<thead>
<tr>
<th>Algorithm for CR-Based 3D Palmprint Identification</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Training phase</strong></td>
</tr>
<tr>
<td>Input: A gallery set containing 3D palmprint ROIs.</td>
</tr>
<tr>
<td>Output: The dictionary matrix A.</td>
</tr>
<tr>
<td>1. For each sample in the gallery set Extract from it a feature vector ( h ); Normalize ( h ) to have unit ( l_2 )-norm.</td>
</tr>
<tr>
<td>2. Concatenate all ( h )s as ( A ).</td>
</tr>
</tbody>
</table>

| **Testing phase**                                   |
| Input: A query 3D palmprint sample and \( A \).      |
| Output: Identity of the query sample.               |
| 1. Extract the ROI from the query palmprint.        |
| 2. Extract the feature vector \( y \) from the ROI.  |
| 3. Code \( y \) over \( A \) with SRC as,           |
| \( x_0 = \arg \min_x \{ \| y - Ax \|^2 + \lambda_1 \| x \|_1 \} \), or with CRC_RLS as |
| \( x_0 = \arg \min_x \{ \| y - Ax \|^2 + \lambda_1 \| x \|_2^2 \} \). |
| 4. Compute the residuals \( r_i(y) = \| y - A\delta_i(x_0) \|_2^2 \), where \( \delta_i(x_0) \) is a new vector whose only nonzero entries are the entries in \( x_0 \) that are associated with class \( i \). |
| 5. Identity\( (y) = \arg \min_i \{ r_i(y) \} \).    |

---

**Fig. 3.** Illustration for the proposed CR-based framework for 3D palmprint identification.

\[
\begin{align*}
  d_0 &= \frac{1}{2^8} [1 1 1 1 1 1 1 1]^T, \\
  d_1 &= \frac{1}{2^8} [-3 -2 -1 0 1 2 3]^T, \\
  d_2 &= \frac{1}{2^8} [5 0 -3 -4 0 5]^T.
\end{align*}
\tag{9}
\]

Then, partial derivative maps of the image \( f(x, y) \) are computed as,
\[
\begin{align*}
  f_x(x, y) &= D_x \cdot S \cdot f(x, y), \\
  f_y(x, y) &= D_y \cdot S \cdot f(x, y), \\
  f_{xx}(x, y) &= D_{xx} \cdot S \cdot f(x, y), \\
  f_{yy}(x, y) &= D_{yy} \cdot S \cdot f(x, y), \\
  f_{xy}(x, y) &= D_{xy} \cdot S \cdot f(x, y).
\end{align*}
\tag{10}
\]

When computing STs, we need to decide whether the mean curva-
ture \( H \) (or the Gaussian curvature \( K \)) is 0 or not. However, since
both \( H \) and \( K \) take real values, it is quite rare for them to take
the value 0 precisely in practice. Thus, in implementation we adopted
the trick mentioned in [20] to decide a symmetric interval \([-\varepsilon_H, \varepsilon_H] \)
(or \([-\varepsilon_K, \varepsilon_K] \)) covering 0 for quantization. \( H(K) \) is deemed as 0
when its value is covered by the interval \([-\varepsilon_H, \varepsilon_H] \) (or \([-\varepsilon_K, \varepsilon_K] \)).
To make the threshold \( \varepsilon_H(\varepsilon_K) \) be adaptive to different palms, we
normalize \( H( K) \) by its standard deviation as suggested by Li et al. [20].
We set \( \varepsilon_H = 0.030 \) and \( \varepsilon_K = 0.015 \) in our implementation.
Some other key parameters were set as \( \lambda_1 = 0.002 \), \( \lambda_2 = 0.01 \), and \( p = 12 \).
4.2 Database and Experimental Protocol
In experiments, we used the PolyU 3D palmprint database [21]. This database contains 8,000 samples collected from 400 different palms, belonging to 200 volunteers. Among the volunteers, 136 were male and the other 64 were female. 20 samples from each of these palms were collected in two separated sessions, where 10 samples were captured in each session, respectively. The average time interval between the two sessions was one month.

In the following experiments, we took samples collected at the first session as the gallery set and samples collected at the second session as the probe set. Under such an experimental setting, it is easy to know that for the gallery set, there are 400 classes and for each class there are 10 samples. We use the recognition rate as the performance measure. In addition, the running speed of each competing method was evaluated. Experiments were performed on a standard HP Z620 workstation with a 3.2 GHZ Intel Xeon E5-1650 CPU and an 8 G RAM. The software platform was Matlab R2013b.

4.3 Effectiveness of ST Histograms Based Features
In our CR-based 3D palmprint identification framework, each 3D range image is represented as a feature vector and for feature extraction we propose to use local histograms of STs (LHST) as features. That is, for each range block, we extract from it a histogram of STs and then we concatenate the histograms of all blocks together as the feature vector. In this section, to demonstrate the effectiveness of the proposed feature extraction scheme LHST, we compared its performance with several other kinds of features existing in the literature. In order to evaluate the performance of different features, we need to fix the classification approach. In this experiment, with respect to the classification framework, we used CRC_RLS.

The local histogram of STs can be viewed as a kind of local statistics based features. Actually, in the literature there are also other local statistics based features. For example, local binary pattern has been testified to be a powerful descriptor for many image classification tasks [15], [51]. When using LBP, actually we regard the range image data as standard image data. In this experiment, when extracting LBP-based features, for each 3D palmprint ROI, we divided it into uniform blocks, extracted local histogram of LBP from each block, and then concatenated all the histograms to form the final feature vector. An LBP operator can be represented as $LBP_{riu}^{nu}$, where “riu” means the use of rotation invariant uniform patterns that have transitions at most 2, $R$ is the sampling radius and $P$ is the number of sampling points. We tested three LBP operators $LBP_{riu}^{nu}$, $LBP_{riu}^{nu,3}$, and $LBP_{riu}^{nu,5}$, and also their combinations denoted by $LBP_{nu}$.

Local orientation coding based methods have been testified to be quite successful in the fields of 2D biometrics. For example, CompCode [10], which encodes the local orientation using a set of Gabor filters, is a quite powerful method for matching 2D palmprints. In this experiment, we tested its performance for 3D palmprint classification. Specifically, for each block, we extract from it a histogram of CompCode and then form the feature vector by concatenating all the local histograms.

In addition, we also tested the performance of vectorized MCI, GCI and ST maps [20] as feature vectors. Details for computing MCI, GCI and ST maps can be found in [20].

The evaluation results are summarized in Table 3. From Table 3, it can be clearly observed that as a feature extraction scheme, the proposed method LHST based on block-wise ST histograms performs much better than all the other methods evaluated. It indicates that such a feature extraction scheme have a stronger capability in characterizing local shape structures of 3D range data. Consequently, in the following Section 4.4, for the proposed CR-based 3D palmprint identification approaches, we use the local histograms of STs as features.

<table>
<thead>
<tr>
<th>recognition rate</th>
<th>Recognition Rates by Using Different Features</th>
</tr>
</thead>
<tbody>
<tr>
<td>LBP_{riu}^{nu}</td>
<td>0.8080</td>
</tr>
<tr>
<td>LBP_{riu}^{nu,3}</td>
<td>0.8720</td>
</tr>
<tr>
<td>LBP_{riu}^{nu,5}</td>
<td>0.9023</td>
</tr>
<tr>
<td>LBP_{nu}</td>
<td>0.9175</td>
</tr>
<tr>
<td>CompCode</td>
<td>0.9440</td>
</tr>
<tr>
<td>MCI</td>
<td>0.9355</td>
</tr>
<tr>
<td>GCI</td>
<td>0.6710</td>
</tr>
<tr>
<td>ST</td>
<td>0.9215</td>
</tr>
<tr>
<td>LHST</td>
<td>0.9915</td>
</tr>
</tbody>
</table>

4.4 Performance Evaluation and Discussions
In this experiment, the performance of competing methods was evaluated. In our proposed CR-based 3D palmprint identification framework, we use local histograms of surface types as features. With respect to the regularization term, $l_1$-norm sparsity term or the $l_2$-norm term can be used. If the $l_1$-norm term is used, we refer this method as CR_L1. If the $l_1$-norm sparsity term is used, we tried different methods to solve the $l_1$-minimization problem, including Homotopy [46], FISTA [47], $l_1$-LS [48], SpaRSA [49], DALM [50]. And accordingly, we refer these methods as CR_L1_Homotopy, CR_L1_FISTA, CR_L1_LS, CR_L1_SpaRSA, and CR_L1.DALM, respectively. As suggested by one reviewer, in order to show the superiority of CR-based schemes for classification, we also tested the approach which matches LHST feature vectors by using the Chi-square distance, which is defined as,

$$
\chi^2(f,g) = \sum_{i=1}^{N} (f_n - g_n)^2/(f_n + g_n).
$$

where $f$ and $g$ are two histograms with $N$ bins, $f_n (g_n)$ is the value of $f (g)$ at the $n$th bin. Chi-square distance is a widely used metric for matching two histogram-like feature vectors [51]. We refer this method as LHST_ChiSquare.

Several other state-of-the-art methods for 3D palmprint matching were also evaluated. They include the mean curvature image-based method [20], the Gaussian curvature image-based method [20], the surface types-based method [20], and the local correlation (LC)-based method [24].

The evaluation results are summarized in Table 4. In Table 4, we list the recognition rate achieved by each method. In addition, we also list the time cost consumed for one identification operation by each method. Given a test sample, the time cost for one identification operation includes the time consumed by the feature extraction and the time consumed by matching the test feature with the gallery feature set.

Based on the evaluation results listed in Table 4, we could have the following findings. At first, with respect to the classification accuracy, the proposed CR-based approaches perform much better than the other state-of-the-art methods. Particularly, MCI [20], GCI [20], and LC [24] cannot obtain comparable performance with the other methods. Moreover, LHST_ChiSquare performs poorer than the CR-based ones though they utilize the same set of features. It indicates that for classification CR-based schemes perform better than the Chi-square distance based matching.

Second, all the CR-based methods, no matter the $l_1$-norm regularization term is used or the $l_2$-norm regularization term is used, can lead to quite similar results. Such a result again validates Zhang et al.’s claim that it is the collaborative representation, not the $l_1$-norm based sparsity regularization term, which makes SRC quite powerful for classification [42]. However, a CR model with an $l_2$-norm regularization (Eq. (6)) can be greatly easier and much more efficiently solved than a CR model with an $l_1$-norm
TABLE 4
Experimental Results by Using Various Methods

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>CR L₁ Homotopy</td>
<td>0.9925</td>
<td>321.70</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CR L₁ FISTA</td>
<td>0.9942</td>
<td>10,905.26</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CR L₁, l₁, l₂, l₃, l₄</td>
<td>0.9935</td>
<td>14,054.62</td>
<td></td>
<td>2,131.42</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CR L₁ DLM</td>
<td>0.9948</td>
<td>547.03</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LHST ChiSquare</td>
<td>0.9593</td>
<td>55.78</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MCI [20]</td>
<td>0.9187</td>
<td>9,403.30</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GCI [20]</td>
<td>0.9187</td>
<td>9,403.30</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ST [20]</td>
<td>0.9978</td>
<td>63,275.86</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LC [24]</td>
<td>0.9173</td>
<td>70,992.13</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CR L₂</td>
<td>0.9915</td>
<td>22.78</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

regularization (Eq. (5)). Thus, the method CR L₂ is highly preferred, at least for the task of 3D palmprint identification.

Third, in terms of the running speed, CR L₁ runs much faster than all the other methods evaluated. Under our experimental settings, it costs CR L₂ only 22.78 ms to complete one identification operation against a gallery set comprising 4,000 samples from 400 classes. The low speeds of MCI, GCI, and ST [20] should be attributed to the multiple translation-based matching strategy they adopted. That is, in order to account for the possible translation between the probe ROI t and the gallery ROI r, multiple matches are performed by translating one set of feature maps in horizontal and vertical directions and the minimum of the resulting matching distances is considered to be the final matching distance between t and r. For LC [24], it needs to compute a local correlation coefficient for every point, which makes it rather slow. For the CR-based methods using l₁-norm sparsity regularizations, their running speeds vary a lot. This should be attributed to the different l₁-minimization techniques they adopt. From our evaluations it can be seen that Homotopy and DLM are more efficient than FISTA, l₁, l₂, and SpaRSA.

Based on the above discussions, we recommend using the CR L₂ method with local histograms of STs as features for 3D palmprint identification since such an approach can achieve a distinguished high recognition accuracy while maintaining an extremely low computational complexity. It is quite suitable for large-scale identification applications.

5 CONCLUSIONS
In this paper, we propose to use the collaborative representation based classification framework for 3D palmprint identification. Under the CR framework, l₁-norm or l₂-norm regularizations are usually required for the classification task. Our experimental results indicate that l₂-norm based regularization is much more efficient than l₁-norm based regularization while they can achieve nearly the identical recognition accuracy. Another contribution is that we proposed a local histograms of surface types based feature extraction method, which is quite effective and robust to mere misalignments. The recognition rate of our method on PolyU benchmark data set is 99.15 percent. With our method (implemented in Matlab), the time cost for one identification operation against a gallery set comprising 4,000 samples from 400 classes is merely 22.78 ms on a standard workstation.
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